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Introduction  
 
Heart diseases are the leading cause of death in the US[1]. According to the 
American Heart Association (AHA), the number of deaths due to cardiovascular 
diseases (CVD) was 840,678 in the US in 2016, and that is one third the number of 
all deaths[2]. In many cases, cardiovascular diseases do not show any visible 
symptoms until it is too late[3]. Early accurate diagnosis of CVD can help patients 
take timely appropriate treatments and improve survival.  
 
The gold standard for establishing the presence of coronary heart disease is invasive 
coronary angiography. However, this technique is invasive and costly. Potential 
cardiovascular patients are often sent for other multiple noninvasive tests, and these 
test results help doctors with the diagnosis. However, the accuracy of the diagnosis 
using multiple medical tests often relies on the individual doctor's knowledge and 
experiences, which varies from person to person.  

 
In this project, the Cleveland CAD dataset from the University of California, Irvine 
(UCI) was used. The aim of this project was to build a model using machine learning 
methods to predict the presence of heart disease based on the results of several 
medical tests and patients’ gender and age, and provide some insights on 
day-to-day medical practice. 

 
The presence of heart disease (determined by the gold standard) is treated as a 
response, while 13 other variables (including 11 different medical test results and 
patients’ gender and age) in the dataset are all potential predictors. The detailed 
description of these variables can be found in Table.1. The original dataset contains 
303 observations in total. Two observations with missing values were removed from 
the dataset. 
 
  



Exploratory Analysis 
 
In the exploratory data analysis for the continuous variables, it can be seen that 
people with the narrowing vessels tend to be older and have higher ST depression 
value induced by exercise relative to rest and lower maximum heart rate achieved 
during the thallium stress test (Table 1, Appendix Fig.1 and Fig. 2). For categorical 
variables, the presence of heart disease is likely to be associated with sex, chest 
pain type, exercise-induced angina, the slope of peak exercise ST segment, thallium 
stress test result and the number of major vessels colored by fluoroscopy (Table 1 
and Appendix Fig. 3).  
 
By projecting data into a two-dimensional subspace composed of the first principle 
component and the second principal component of 13 centered and scaled 
variables, we can see that the response can be separated to some extent based on 
these variables (Fig. 1). However, there is not a sharp border between the presence 
and absence of heart disease in this subspace. 
 
Model 
 
Nine classifiers were built in this project, including regularized logistic regression, 
linear discriminant analysis (LDA), Naive Bayes, decision tree, bagging, random 
forests, Adaboost, support vector machine (SVM) with different kernels and 
single-layer neural network. 
  
10-fold cross-validation method was utilized for model selection. For those models 
which can produce class probabilities, we tuned the model and determined the best 
sets of tuning parameters by comparing the area under the curve (AUC) in the 
cross-validation. For SVM models, we also chose the ROC as a metric using the 
train function in the caret package, although the SVM model itself does not generate 
class probabilities. Therefore, cross-validated AUC can be used to compare models 
built by different algorithms.  
 
A regularized logistic regression model was first fitted for simplicity and easier 
interpretation purpose. It kept all variables and performs relatively well on this 
dataset (median cross-validated AUC 0.900). In the fitted regularized logistic 
regression, the coefficients of variables are consistent with the patterns we found in 
the exploratory analysis. For example, older people and people have higher ST 
depression value tend to have a higher risk of having heart disease. Also, people 
with angina induced by exercise are at higher risk of having heart disease. Also, 
people who have fixed or reversible defects in a thallium stress scintigraphy test are 
at higher risk. Those findings are clinically acceptable[4]. 



  
 
Naive Bayes (median cross-validated AUC 0.899) and LDA (median cross-validated 
AUC 0.900) were also tried. Naive Bayes is a powerful algorithm for predictive 
modeling which assumes no dependency between variables attempting to maximize 
the posterior probability in determining the class while LDA assumes the 
dependency.  
 
A classification tree model (median cross-validated AUC 0.847) was fitted to capture 
the nonlinearity and interaction effects. The cross-validation resulted in a tree with 8 
terminal nodes (Fig. 2). The internal nodes correspond to splitting the values of 6 
variables including thallium stress test result, chest pain type, the number of major 
vessels colored by fluoroscopy, exercise-induced angina, the slope of peak exercise 
ST segment, and age. The model is easily interpretable, but the prediction 
performance is not satisfactory.  
 
To improve the predictive performance, ensemble methods such as bagging, 
random forests and boosting were used. After picking the best tuning parameters, 
the median cross-validated AUC of the random forest, boosting and bagging models 
are respectively 0.911, 0.907, and 0.894. The random forests model performs best 
among these tree-based models in terms of cross-validated AUC, though its 
interpretability is not as good as that of the classification tree. To interpret the 
random forest, a variable importance plot (Fig. 3) and partial dependence plots (Fig. 
4) were generated. The top three most important predictors in the random forests are 
thallium stress test result, the number of major vessels colored by fluoroscopy, ST 
depression induced by exercise relative to rest. In the partial dependence plots, the 
probability of having CAD tends to increase with the increase of the number of major 
vessels colored by fluoroscopy, ST depression induced by exercise relative to rest, 
and age. On the other hand, the probability of having CAD tends to decrease with 
the increase of the thallium stress test result. 
 



We also tried two more complex algorithms: SVM with Gaussian kernel (median 
cross-validated AUC 0.901) and single-layer neural network (median cross-validated 
AUC 0.901).  
 
Using the varImp function in the caret package, we computed the variable 
importance for each model. I found that the thallium stress test result and the 
number of major vessels colored by fluoroscopy contributed a lot in the prediction of 
each model. Generally, in the real-world diagnosis of coronary heart disease, 
fluoroscopy and stress thallium scintigraphy are indeed the two most popular tests 
among those medical tests[4, 5, 6]  
 
Conclusion  
Random forests performs best among the models we tried by comparing the median 
of the cross-validated AUC, while the simpler model fitted by using the logistic 
regression also performed well (Fig. 5 and Table).  
 
Regarding all the models we tried, their cross-validated AUC did not differ a lot. One 
possible reason is that our sample size is not large enough for complex algorithms to 
show their advantages.  
 
In medicine, the clinical interpretation of the decision-making procedure is critical. 
Hence, complex algorithms (including SVM, ensemble methods and artificial neural 
networks) that use the black-box mathematical methodology are not ideal[7]. Thus, I 
would choose the regularized logistic regression and Naive Bayes as our final 
models which have relatively good performance in prediction and can be interpreted 
easily.  
 
According to the models we fitted, we suggest clinicians pay more attention to 
fluoroscopy and stress thallium scintigraphy test which play important roles in 
predicting the response. 
 
One limitation of the project is that we didn’t partition our dataset into the training 
dataset and test dataset because of the limited sample size. Otherwise, we could 
use the test dataset to further validate our results. In addition, the patient data were 
collected from one hospital, which results in the limited generalizability of our 
findings.  
  
 
 
 
 
 



 
Figure 1. PCA Plot. The x-axis is the first principle component (explain 20.5% 
variance) score and the y-axis is the second principal component (explain 9.6%) 
score. Two categories of the response were emphasized in two different colors.  



 
 

 
 

Figure 2. Decision Tree Plot. Each node shows the predicted class (presence or 
absence), the predicted probability of absence, and the percentage of observations.  



 
Figure 3. Variable Importance Plot of the Random Forests model.   



 
Figure 4. Partial Dependence Plot of 4 Continuous Variables. The y-axis is the predicted 
probability of the presence of heart disease. 
 



 
Figure 5. Boxplots of the AUC values for different models by 10-fold 
cross-validation.   
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